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ABSTRACT

This systematic literature review (SLR) aims to comprehensively survey existing research on election results
prediction, focusing on various approaches, methods, and challenges encountered in the field. It seeks to
identify data-driven intelligent models and techniques used in sentiment analysis for predicting election
outcomes, comparing their strengths and weaknesses to traditional polling methods. The review examines
diverse data sources, including social media, news, and surveys, with a particular emphasis on Twitter as the
most utilized source for sentiment analysis in the election domain as established in the studies of a hybrid
method of sentiment analysis and machine learning algorithm for the US presidential election forecasting by
Feng et al.,2023. Twitter-derived datasets are deemed reliable and sufficient for election outcome prediction.
Employing a systematic approach, the review excludes duplicate articles, non-English works, and emphasizes
relevant sources. Findings indicate prevalent use of machine learning tools and techniques such as text
preprocessing, feature extraction, and supervised learning algorithms like Support Vector Machines (SVM)
and Naive Bayes for sentiment classification tasks in election sentiment analysis with Twitter emerging as the
most effective data source for sentiment analysis in election prediction. Sentiment analysis has notably
enhanced election-related functions such as issue prioritization, real-time monitoring, crisis management,
citizen predictive power, governance transparency, data-driven campaign strategy, and election integrity,

thereby facilitating effective governance.

1.0 INTRODUCTION
1.1 Overview of Sentiment Analysis
Sentiment refers to the emotional or subjective tone
expressed in a piece of text, speech, or communication
[1, 2]. Tt reflects the attitude, opinion, or feeling of the
author or speaker toward a particular subject, topic, or
situation. Sentiment analysis (SA) also known as
opinion mining has been applied in entertainment and
media production industry to assess audience
reactions to movies, TV shows, music, and other
forms of entertainment so as to guide content creation
and production based on viewer sentiment. In business
and marketing, SA has been applied to monitor
customer feedback and sentiment on social media and
reviews, to assess brand perception and customer
satisfaction as well as to inform marketing strategies
and product development based on consumer opinions
[3, 4]. In customer service, SA has the advantage of
automating the analysis of customer support
interactions by identifying and addressing customer
issues and concerns more efficiently. In financial
markets, SA has been used to analyze news articles
and social media sentiment to gauge market sentiment

by taking appropriate trading decisions and risk
management in financial trading. Sentiment analysis as
also been applied in hospitality and tourism sector to
assess guest reviews and suggestions to improve hotel
and travel services aiming at tailoring marketing
campaigns and guest experiences based on feedback.
The systematic literature review investigated in this
study focuses on the use of sentiment analysis in the
field of election. In spite of all the studies that have been
carried out both past and present in SA on election
results prediction, there has not been a research
proposal that introduce a systematic literature review of
SA in election domain.

1.2 Applications of Sentiment Analysis Across

Industries

Sentiment analysis holds immense significance in
electoral contexts, where it serves as a powerful tool for
understanding and harnessing public sentiment and
opinions. First and foremost, sentiment analysis
provides valuable insights into the minds of voters. By
examining the sentiments expressed in various media
channels, such as social media, news outlets, and online
forums, political campaigns and candidates gain a
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deeper understanding of how their messages and
policies are perceived by the electorate [5]. Secondly,
sentiment analysis plays a pivotal role in real-time
monitoring during election campaigns as it offers a
dynamic feedback mechanism that allows political
actors to respond swiftly to emerging issues and
concerns [6]. Also, sentiment analysis contributes to
the predictive aspect of elections by analyzing
sentiment trends over time and across different
demographics. Promotes transparency by making
public sentiment visible, holding candidates and
elected officials accountable for addressing
constituents' concerns [7]. Sentiment analysis
facilitates effective communication between elected
officials and constituents by addressing their
expressed sentiments and concerns. In media strategy,
SA helps in evaluating how campaign messages are
portrayed in the media and shaping media strategies
accordingly as well as in research and analysis where
it provides valuable data for academic research on
political behavior, public opinion, and sentiment
trends. Sentiment analysis also improves civic
engagement by giving voters a platform to express
their opinions and concerns [8, 9]. This predictive
power supplements traditional polling methods and
provides a more holistic view of voter sentiment [10,
11]. Analysis of sentiments in elections can provide
an indispensable tool that will enhance the democratic
process by fostering transparency, promoting civic
engagement, and ultimately helping political
stakeholders better serve the electorate's needs and
aspirations [12].

1.3 Techniques and Tools for Sentiment Analysis
Sentiment analysis involves using natural language
processing (NLP) and machine learning (ML)
techniques to determine the emotional tone behind a
piece of text [13]. In the context of a country’s
presidential elections, SA can be used to gauge public
opinion, identify trends, and understand the sentiment
of voters, campaigners and media coverage. Many
researchers have employed different types of
techniques over time in sentiment analysis, advancing
from lexicon-based methods, which rely on
dictionaries of words and their associated semantic
orientation, to machine learning techniques that
automatically extract word relationships where
machine learning operates without explicit
programming but instead rely on the learning
experience [14].

Over the years, the conventional methods and tools
that have been utilized for SA include Valence Aware
Dictionary and sEntiment Reasoning (VADER) for
social media text, Linguistic Inquiry and Word Count
(LIWC) for extracting emotional and cognitive
dimensions, SenticNet for nuanced SA with multiple
dimensions, emoji analysis for context-rich emotion
interpretation also hybrid approaches that combine
lexicon-based and machine learning methods using
pretrained models, crowd-sourced or expert-annotated
datasets for specialized SA and SA APIs such as

Google Cloud Natural Language API and Microsoft
Azure Text Analytics, all contributing to a diverse set
of strategies to capture sentiment nuances in contexts
like presidential elections [15].

Machine learning tools for SA are designed to
automatically determine the sentiment or emotional
tone expressed in a piece of text such as a review,
comment or social media post. These tools use various
machine learning algorithms and techniques to classify
text into categories like positive, negative or neutral
sentiment [16, 17, 18, 19]. Common machine learning
tools and techniques for SA involve preprocessing steps
such as text tokenization, stopword removal, stemming
and lemmatization to prepare text data. Feature
extraction methods, such as Bag of Words (BoW) or
Term Frequency-Inverse Document Frequency (TF-
IDF) are used to convert text into numerical
representations. Supervised learning algorithms like
Support Vector Machines (SVM), Naive Bayes and
deep learning models, particularly recurrent neural
networks (RNNSs) and transformer-based architectures
like Bidirectional Encoder Representations from
Transformers (BERT) which was developed by Google
and released in 2018 are widely employed for sentiment
classification tasks.

Ensembling methods such as Random Forests or
Gradient Boosting and fine-tuning techniques to adapt
pre-trained models to specific SA tasks are commonly
used to enhance performance. Evaluation metrics like
accuracy, precision, recall, Fl-score, and AUC-ROC
are used to assess model performance for comparison
while techniques such as cross-validation assist in
robust model validation and hyperparameter tuning.
ML for SA are known for its efficiency, scalability and
adaptability which propel in processing vast datasets by
capturing complex language patterns [20, 21]. It as well
achieved high accuracy, particularly with context-
aware deep learning models [22] and can adapt to
diverse domains through fine-tuning, also in using
probabilistic and statistical methods [23]. However,
machine learning strongly relies on data quality,
struggles with ambiguity and sarcastic language which
may delay in highly specialized domains.

1.4 Sentiment Analysis in Elections

The concept of electing leaders was dated back to
ancient times, but the modern idea of presidential
elections gained prominence with the development of
democratic systems in the late 17th and early 18th
centuries. The United States is often credited with
holding the world's first modern presidential election in
1788-1789 when George Washington was elected as the
first President of the United States. Over time, various
countries around the world adopted the idea of electing
their leaders through direct or indirect elections. The
methods and processes of presidential elections can
vary significantly, ranging from popular votes to
electoral college systems. [24] considers SA as an
accurate predictive tool when the author rightly
predicted the outcome of Colombia’s presidential
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election. Several other studies had reflected the
importance of SA for the prediction of an election
results as identified from the works of [25, 26, 27, 28,
29, 30, 31, 32, 33].

2. Systematic Review Design

The systematic review attempts to accomplish the
following objectives; (i) identify and categorize the
various data-driven models, algorithms, and techniques
employed in SA within the context of election results
prediction, (ii) explores the role of diverse data sources in
SA and assess their impact on the accuracy and reliability
of election result predictions, (iii) evaluation of the
advantages and limitations of data-driven intelligent
models in comparison to traditional polling techniques for
predicting election results; and (iv) identify the most used
technique and data source by the SA in electoral contexts.

2.1 Research Questions

In the context of this systematic review, four guidelines
have been developed in the form of research questions to
align with the objectives:

RQ1. What are the key data-driven intelligent models
and techniques used in SA for predicting election
results?

How do different data sources contribute to the
effectiveness of SA in predicting election
outcomes?

What are the strengths and weaknesses of data-
driven SA models in the electoral domain, and
how do they compare to traditional polling
methods?

What advantages will SA carried-out on election
domain offer?

RQ2.

RQ3.

RQA4.

2.2 Digital Libraries

The digital libraries that were used to execute the
systematic literature review of this work is shown in Table
1. This table also presents the type of bibliographic source,
the period of publication, language, and search strategy
used in this study. As it can be noticed, a keyword-based
search strategy was used to search for research works
targeting on SA in election domain. This proposed
guideline is described in detail in the adjoining section.

2.3 Search Strategy

In other to answer the formulated research questions, we
use a keyword-based search strategy. By this approach, we
identified a set of keywords related to SA in election
domain as well as synonyms for the set of keywords
identified. Once these terms were defined, we combined
these terms with the connectors “AND” and “OR?”,
resulting in the subsequent search chain below:
(sentiment analysis) AND (sentiment classification OR
sentiment analysis techniques OR opinion mining OR
election domain) AND/OR (election results prediction)
AND/OR (country) AND/OR (presidential).

Table 1. Digital library sources

Language | Approach | Duration | Type Digital
library
source

English Keywords | Jan. 2014 | scholar ACM

to articles, Digital
Jun. 2023 | scientific Library
journals, e-
books,
conferences,
online
workshops
Elsevier
Google
Scholar
IEEE
Xplore
Springer
Direct
Springer
Link
Wiley
Springer
Nature

2.4 Exclusion criteria

Any research article that does not correspond with the
search criteria and (or) not directly related to SA and
election domain were excluded. Additional exclusion
criteria include;

1. Duplicated research articles derived from digital
libraries.

il. Existing masters and doctoral thesis.

iil. Any research articles written in a language other
than English language.

2.5 Inclusion criteria
Any research article that correspond with the search criteria
and directly related an election domain are:
i.  Any presidential election held within a country
between 2014 and 2023.
il. SA analysis tools and techniques for classification
iv. the Positive, Negative and Neutral predictions
v. Articles published in peer reviewed journal in
English language

3. Systematic Review Implementation
In this section, the systematic review implementation is
presented. It begins with a search for works which are
related with SA and election domain from the selected
digital library sources by taking into consideration the
exclusion and inclusion criteria. The review responses to
the research questions are discussed in the subsequent
sections.

3.1 RQ1: What are the key data-driven intelligent
models and techniques used in SA for predicting
election results?

Data-driven intelligent models and techniques applied in

SA for predicting election results encompass a range of

advanced methodologies. These include natural language

processing (NLP) models such as recurrent neural networks

(RNNs) and transformer-based models like BERT, have

excelled at capturing contextual information and

understanding nuances in text. Machine learning algorithms
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such as Support Vector Machines (SVM), Random Forest,
and Gradient Descent are leveraged for their ability to
classify sentiments effectively. Hybrid approaches
combine lexicon-based analysis with machine learning
techniques.

These models are typically trained on extensive
labeled datasets to discern sentiments with high accuracy,
making them pivotal tools in forecasting election results
outcomes based on public sentiment expressed across
various media sources.

In Figure 1, a data-driven intelligent model and technique
commonly used in SA for election results prediction is
presented in five phases namely: data-driven intelligent
model systematic review from digital library sources,
natural language preprocessing tools, machine learning
algorithms, lexicon-based analysis, transformer-based
models, hybrid approach and the system model.

EBrata-driven-intellgent-
madely-vyrtematic neviEw-
frem-digitaH&rary-sourcas

L 4

[ Hatural langusage preprocessing ookl ]

k4 4
aching leaming alparithmg ] [ Lexican-based lrul-rll:'l]

—
=z

L4

[ Trarsformer-based maodelsf ]

¥

L Hybrid-apgroachy J
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Fig. 1

Data-driven intelligent model systematic review

Table 2 indicate the set of articles analyzed in the systemic
review. It shows the authors, year of publication, SA
approach, classifier, techniques/tools, data source and
performance evaluation metrics used.

Table 2. Sentiment analysis approach, classifier,
techniques/tools, data source and performance evaluation
metrics.

Author( | Ye | Sentim Classifi | Technique | Dat | Performa
s) ar ent er s/Tools a nce
approa sou evaluatio
ch ree n metrics
Oyewol 20 | Supervi | Probabil | LSTMRN Twi | BERT
a, et al. | 23 sed isticand | N, BERT | tter accuracy
(2023) machine | linear and LSVC =0.94
learning | classifie
1S
Olabanj 20 | Lexicon | Diction | BERT Twi | precision
o, et al. | 23 | based ary tter = 0.83,
(2023) with based recall =
WEKA | approac 0.92 and
h Flscore =

091
Barreiro | 20 | Supervi | Probabil | MAKERR | Twi | MAKER
(2020) 20 | sed istic and | IMER, tter RIMER
machine | linear SVM, accuracy
learning | classifie | Naive =0.76
TS Bayes,
Decision
Trees, and
Logistic
Regression
Yaqub 20 | Lexicon | Diction | Statistical Twi | Result
et al, | 17 | based ary analysis tter corelated
(2017) based positively
approac
CeronG | 20 | Supervi | Lexicon | Logistic Twi | Positive
uzman 16 | sed based regression tter Precision
(2016) machine | classifie | and =0.65,
leaning I sentiment Recall =
score 0.43,
Flscore =
0.52
Prasetyo | 20 | Supervi | Probabil | WEKA Twi | Precision
,(2014) 14 | sed istic and tter =0.80
machine | linear
learning | classifie
IS

From Table 2, we deduce that twitter house provided the
most utilized data resource.

3.2 RQ2. How do different data sources, including
social media, news, and surveys contribute to the
effectiveness of SA in predicting election
outcomes?

Various data sources, including social media, news, and
surveys, significantly enhance the effectiveness of SA in
predicting election outcomes. Social media platforms like
Twitter, Facebook, and Instagram provide real-time,
unfiltered expressions of public sentiment, thereby enabling
timely insights into evolving voter opinions. News articles
and reports offer a more structured and comprehensive view
to reflect the sentiments expressed by journalists and
editorial outlets. Surveys, on the other hand provide
structured and targeted sentiment data collected from
specific demographic groups by offering valuable insights
into voters' preferences in the election domain for SA.

Through carefully crafted questionnaires, surveys
collect detailed information on voters' opinions, issues that
matter most to them, and their overall attitudes toward
candidates and policies. These insights enable sentiment
analysts to uncover specific sentiments related to key
election issues, discern shifts in voter sentiment over time,
and gauge the intensity of voter preferences. Surveys also
provide poll statistical information, allowing for a deeper
understanding of how sentiment varies among different
voter groups. This comprehensive data enriches SA by
offering a more nuanced and contextually informed
perspective on voter sentiment, aiding in the prediction of
election outcomes and the development of effective
campaign strategies.

Combining these diverse sources allows SA models
to capture a holistic perspective of public sentiment by
making it a powerful tool for predicting election results. In
summary, social media provides proximity and breadth,
news articles offer context, and surveys provide structured
depth, all of which contribute to a more accurate
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understanding of voter sentiment and its potential impact
on election outcomes.

33 RQ3. Strengths and weaknesses of data-
driven SA models in presidential election
domain and the comparison with traditional
methods?

Data-driven SA models in the electoral domain offer the

strength of real-time and largescale data analysis by

providing timely insights into evolving voter sentiment
and allowing for nuanced sentiment categorization. It can
capture public sentiment expressed on social media, news,
and various online platforms. However, these models may
have weaknesses related to potential bias in the data,
limited representativeness of the online population, and
challenges in handling sarcasm and context.

Traditional polling methods, on the other hand,
offer the strength of random sampling and structured
questionnaires, providing statistically wvalid and
representative samples of the electorate. They are well-
established and can assess sentiment across diverse
demographics. However, they have limitations related to
cost, time consuming during data collection, and potential
nonresponse bias. Combining both data-driven SA and
traditional polling methods can offer a more
comprehensive and accurate understanding of public
sentiment in the electoral context.

Table 3. Strengths and weaknesses of data-driven SA
models in presidential election domain

Author(s) Year Country Sentiment Techniques/To
approach ols

Oyewola, et al. | 2023 Nigeria Supervised LSTMRNN,

(2023) machine BERT and
learning LSVC

Kermani and | 2022 Iran Probabilisti | SNA and ECA

Rasouli (2022) c classifiers

Mohapatra and | 2022 United Supervised BERT

Mohapatra States of | machine

(2022) America learning

Rodriguezlbafie | 2021 Spain Lexicon Dictionary

z, etal. (2021) based based

Perera (2019) 2019 Sri Lanka | Supervised | Fuzzy rough set
machine classifier, Naive
learning Bayes and SVM

CeronGuzman 2016 Colombia | Supervised | Logistic

(2016) machine regression and
leaning sentiment score

RQ4. What advantages can SA conducted on election
domain provide?

SA conducted in the election domain offers several
advantages, including the ability to measure public
sentiment in real-time, assisting political campaigns in
formulating more vibrant messages and strategies,
providing early detection of potential crises or negative
sentiment, enhancing the accuracy of election outcome
predictions, promoting transparency in governance,
enabling more responsive representation of voter
concerns, and facilitating academic research into political
behavior and public opinion, ultimately it strengthening
the democratic process and fostering informed decision-
making by candidates, electorates and policymakers.
Sentiment analysis in election domain and the advantages
it can provide is presented in Table 4.

Table 4. Advantages of Sentiment analysis on election
domain

Sentiment analysis | Articles
advantages

Crisis management [16, 26]
Data-driven campaigns [11,21]
International perspective [13,19]
Issue prioritization [5, 6]
Monitoring election | [8]
integrity

Predictive power [14, 15, 18, 19, 22]

Transparent governance [25]

Brief outline for RQ4 findings is as follows:
a. Introduction to SA in Elections

Brief overview of SA's relevance and its potential
impact on elections.
b. Presentation of Key Advantages

1. Crisis Management: Early detection of negative
trends.

il. Data-Driven Campaigns: Insights for campaign
message refinement.

iil. International Perspective: Comparative analysis
across regions.

iv. Issue Prioritization: Identification of key voter
concerns.

V. Monitoring  Election Integrity:  Tracking
sentiment on fairness and transparency.

Vi. Predictive Power: Enhancing election outcome
predictions.

Vii. Transparent Governance: Fostering

accountability and responsiveness.

Provided below is a brief overview of the articles
referenced in the Table 4, grouped by sentiment analysis
advantages:

a. Crisis Management [16]: This article examines how
sentiment analysis (SA) can be utilized to detect
early signs of public discontent and emerging
crises, enabling swift responses by political
campaigns to mitigate potential damage. [26]:
Focuses on SA in social media contexts, showing
how timely sentiment data helps manage public
relations crises by identifying and addressing issues
before they escalate.

b. Data-Driven Campaigns [11]: Discusses the role of
SA in designing data-driven political campaigns,
where real-time public opinion insights allow for
tailored messaging and targeted strategies to
engage different voter demographics. [21]:
Highlights the effectiveness of using SA to
optimize campaign resources and personalize
outreach efforts based on evolving voter sentiment.

c. International Perspective [13]: Provides a
comparative analysis of SA applications in
different countries, emphasizing the unique
political and cultural factors that influence public
sentiment and election outcomes. [19]: Investigates
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SA in a cross-national context, illustrating how
political campaigns and governments can learn
from sentiment trends observed globally to apply
relevant strategies locally.

Issue Prioritization [5]: Analyzes how SA helps in
identifying voter priorities by tracking sentiment
around key issues, enabling campaigns to focus
on topics that resonate most with the electorate.
[6]: Explores how issue-based sentiment tracking
allows policymakers to respond to shifting public
concerns and allocate resources accordingly.
Monitoring Election Integrity [8]: Examines the
use of SA in monitoring social media for signs of
election related disinformation, fraud, and
manipulation, contributing to a fairer electoral
process.

Predictive Power [14]: Demonstrates SA’s ability
to predict election outcomes by analyzing trends
in public sentiment across platforms, with
historical data validating its accuracy. [15]:
Discusses machine learning applications in SA
that enhance predictive accuracy, showing a high
correlation between public sentiment and election
results. [18] and [22]: Both articles show SA’s
role in forecasting election results based on real-
time data, emphasizing the predictive potential of
sentiment trends. [19]: Also noted under
"International Perspective," this article highlights
predictive insights derived from cross-country
sentiment data.

Transparent Governance [25]: This article
discusses how SA fosters transparent governance
by making public opinion on policy decisions
accessible, allowing for more responsive and
democratic decision making.

These research works collectively provide insights into
how sentiment analysis across different domains can

enhance campaign strategies,

governance, and the

democratic process.

4. Results

The breakdown of how each phase in Figure 1 contributes
to the overall model’s effectiveness in predicting election
results is outlined below:

1.

il.

iii.

1v.

Data-driven intelligent models systematic
reviews from digital library sources: Provides
a foundation of structured and high-quality
data for model training by gathering relevant,
pre-evaluated literature.

Natural language preprocessing tools:
Prepares raw text data for analysis, ensuring
cleaner, more relevant inputs that enhance
model accuracy.

Machine learning algorithms: Enables pattern
recognition within the data, identifying trends
and relationships that contribute to prediction
insights.

Lexicon based analysis: Uses predefined
sentiment dictionaries to assign sentiment

values, improving sentiment accuracy for
election related text.

v. Transformer-based models: Leverages
advanced neural networks for better context
understanding and nuanced sentiment analysis,
particularly useful in election discourse.

Vi. Hybrid approach: Combines machine learning,
transformer models, and lexicon methods to
maximize predictive accuracy by balancing
strengths and minimizing weaknesses of each
approach.

Vii. System model: Integrates outputs from all prior
stages to generate a comprehensive prediction
of election outcomes, leveraging both
sentiment and trend analysis.

In Table 5, it is evident that the most frequently used data
source for SA in election domain is Twitter house. This
symbolized that the datasets derived from twitter can be
generalized to serve as reliable and adequate input to SA in
other to classify and generate a future prediction of an
election.

Table 5. Data source for SA in election domain

Author(s) | Year Data Sentiment Techniques/ Performan
source approach Tools ce
evaluation
metrics
Oyewola, 2023 Twitter  [Supervised LSTMRNN, BERT
et al. imachine BERT and accuracy =
2023) earning LSVC 0.94
Kermani 2022 Twitter  [Probabilistic [SNA and ECA Result
nd classifiers corelated
Rasouli positively
2022)
Mohapatr 2022 |(Campaign [Supervised BERT Result
and speech and |machine corelated
Mohapatr lonline learning positively
(2022) news
transcripts
Rodriguez | 2021 Twitter  |[Lexicon Dictionary N/A
[bafez, et based based
1. (2021)
Barreiro 2020 Twitter Probabilistic [MAKERRIMER | MAKERRI
2020) land linear , SVM, Naive MER
classifiers Bayes, Decision | accuracy =
Trees, and 0.76
Logistic
Regression
Ekanem 2017 Electoral [Probabilistic ~[Binomial Pvalues =
pnd Manage [classifiers Regression and 0.1420, and
Forsberg ment logit function 0.0346
2017) Body respectively

Digital election measures utilized in SA within the election
domain consists of various digital tools and platforms, such
as social media, online campaign systems, and electoral
management bodies. These measures collect and analyze
data from digital sources to gauge public opinion, political
discourse, and voter sentiment. It tracks candidate
popularity, sentiment trends, and the virality of election
related content on social media. Online campaign systems
Online campaign systems are digital platforms and tools
that facilitate the planning, execution, and management of
political campaigns, enabling candidates and organizations
to reach and engage with voters through various online
channels, while election management bodies are
responsible for overseeing and managing the electoral
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process, ensuring the fairness, transparency, and integrity
of elections, and safeguarding the democratic principles of
the electoral system. These measures offer a timely, data
driven perspective on election related sentiment, assisting
political campaigns, researchers, and policymakers in
making informed decisions, understanding voter
preferences, and predicting election outcomes.

Table 6. Digital election measures utilized in SA on
election domain

Digital election measures Articles

Twitter [5, 8,9, 10, 16, 17, 18, 19, 20, 21, 24,
26, 27, 34, 35, 36, 37, 38, 39, 40, 41,
42, 43, 44, 45, 46, 47, 48, 49, 50, 51,
52,53, 54, 55, 56]

Electoral management body [23]

Campaign speech [25]

Online news transcripts [25]

5. Discussion

From the review, it was discovered that integrating diverse
data sources for election prediction can enhance predictive
accuracy by combining insights from multiple
perspectives, capturing a fuller picture of public sentiment
and trends. Studies shown that combining data from
sources like Twitter, campaign speeches, and news
articles, alongside different sentiment analysis
approaches, can yields robust predictions due to
complementary information from varied platforms. This
can be ascertained from these works:

1. Oyewola et al. (2023) achieved high
predictive accuracy (BERT accuracy = 0.91)
by using Twitter data with machine learning
techniques like LSTM-RNN, BERT, and
LSVC, showing the benefit of applying
advanced deep learning on social media data
for sentiment-rich, real-time insights.

il. Kermani and Rasouli (2022) utilized
probabilistic classifiers on Twitter data,
finding positive correlations in results, which
underscores the value of social network
analysis (SNA) and entity-centric analysis
(ECA) in identifying sentiment patterns
relevant to election predictions.

iii. Mohapatra and Mohapatra (2022) combined
campaign speech transcripts with online news
articles, using BERT for sentiment analysis,
and reported positive correlations. This
integration highlights how combining real-
time public discourse with media narratives
can provide a broader and contextually
nuanced prediction base.

iv. Rodriguez-Ibafiez et al. (2021) employed a
lexicon-based approach on Twitter, showing
that dictionary-based sentiment analysis can
be effective for detecting the sentiment
polarity in large-scale datasets, though it may
lack the nuance of machine learning models.

v. Barreiro  (2020) integrated  various
probabilistic and linear classifiers on Twitter
data, achieving an accuracy of 0.76 with
MAKERRIMER, showing that different

classifiers can contribute uniquely to modeling
public sentiment and election outcomes.

vi. Ekanem and Forsberg (2017) used data from
electoral management bodies with binomial
regression,  which  provided statistical
significance (p-values of 0.1420 and 0.0346),
highlighting the predictive value of electoral
data itself as a baseline for modeling.

Also, these studies underscore that integrating data
from different sources (e.g., social media, electoral
bodies, speeches) and combining multiple sentiment
approaches (e.g., lexicon-based, supervised machine
learning) could allow a richer, more accurate predictive
model by leveraging the strengths of each data type and
analytical method.

6. Conclusion

A systematic literature review of SA in election domain has
been carried out in detail. Many authors have disclosed the
improvements SA has offered in the area of election domain
which includes: issue prioritization, real-time election
monitoring, crisis management, predictive power of the
citizen, transparency in governance, data-driven campaign
strategy and election integrity for an effective governance
by policy makers. This study found out that Twitter and
online news transcripts are the primary digital resources for
collecting data for SA. The study also discovered that
Twitter house has a strong predictive power over the
outcome of an election. Lastly, the study observed that most
researchers utilized supervised learning approach for SA in
election domain due to its ability to leverage labeled
training data to learn and generalize from known sentiments
by enabling accurate classification of text based on
predefined sentiment categories. A future research is
intended by extending the study to include current digital
libraries that will have real time views to enlighten the
policy makers and the political stakeholders in the viability
outcome of their activities and the impact on the masses.
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