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Hate speech is potentially harmful to individuals and the society.  Social media remains a major channel for 

spreading hate speech. Posts on the social media are largely composed of non-standard linguistic signals, which 

makes automatic detection of hate speech on social media difficult. Poorly constructed linguistic contents on 

the social media contributes significantly to the difficulty of automatic detection of hate speech. Computational 

resources for creating large labeled corpora are costly. Deep neural network (DNN) presents an opportunity 

for efficiently learning features in a speech corpora therefore presenting prospect for automatic detection of 

hate speech. In this study an ensemble DNN model composed of a stacked auto encoder (SAE) and a 

convolutional neural network (CNN) is designed for the task of learning representations of X (formerly Twitter) 

comments with the aim of classifying hate speech. The dataset used in the study was obtained online from the X. 

The auto encoder (AE) component complements the weak feature extraction capability of CNN and improves 

data dimensionality reduction of the dataset.  The output of the unsupervised AE and the extracted features, are 

input into the supervised CNN for classification. The study leveraged on the rich neural network support of 

Python to build and test the model through the low level libraries provided by Tensorflow and the high level 

neural network interface of Keras. The results showed that the ensemble AE-CNN had significant improvement 

for the binary classification task. The model achieved 96.0% accuracy and an F1-score of 94.8%.  

1.0 INTRODUCTION 

Hate speech is already a social malady world over. There 

is a constant struggle between freedom of speech and 

abuse of such freedom. With the proliferation of social 

media networks, hate speech has become much more 

easily propagated and spread .The anonymity and mobility 

offered by these social media platforms has made 

communication even more attractive given the ubiquitous 

and anonymous attributes it offers [1]. Cases of hate 

speeches are prevalent today due to social media 

proliferation and adoption by a large population as the best 

means of social dialogue. This is pertinent for countries 

where democracy is still nascent and more pronounced 

than developed democracies [2]. The development of a 

system to detect and screen hate speech in text messages 

can help in keeping the harmony in many countries. It is 

noteworthy that many extreme elements in the society 

only require smartphones and an internet connection to 

commit cyber hate posts [2]. Hate speech posts trend fast 

on the social media than any other post irrespective of 

geographic boundary [3].  

A dynamic, automated and effective hate speech detection 

system, developed for social media networks becomes 

significantly important. More so, where a targeted 

individual or persons become vulnerable to harmful posts. 

Hate speech is known to be propagated via non-electronic 

and electronic media. The social media platforms facilitate 

information generation and circulation. The mobility and 

anonymity offered by it are strong reasons why people do 

not hesitate to pour out their feelings and invectives on 

perceived persons or groups resulting from hatred [4].  

Advances in Artificial Intelligence (AI) have been deployed 

to provide an automatic means of detecting or recognizing 

comments and classifying them on social media platforms 

such as X (formerly known as Twitter) with the view to 

taking appropriate actions aimed at mitigating the effects of 

hate speech before they actually cause any societal harm 

[6]. These approaches exist in AI techniques such as natural 

language processing (NLP) and machine learning (ML).  

NLP, as a branch of AI provides routines for coding and 

decoding languages for computers and humans to interact 

using the natural language [7]. NLP utilize ML to 

automatically learn patterns in large language corpora and 

make a statistical inference. However, the limitations 

experienced in ML will also sufficiently affect NLP 

approach in classifying utterances on social media [6].  

To select the deep features of the user datasets necessary for 

learning patterns in the data in order to achieve the desired 

classification, deep learning techniques are proposed [8]. 

Deep learning techniques have proven to be very powerful 

in classifying patterns in text data and the performance of 

the approaches outperforms classical, reinforcement and 

ensemble machine learning techniques [9]. 

In the remaining sections of this paper, Section 2 presents a 
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Figure 1: Block diagram of Deep Neural Network Hate        

Speech Classification 
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detailed review of related works. Section 3 presents the 

methodology adopted. In Section 4, we analyse and 

present results of experiments performed. Section 5 

discusses findings from the results, and we conclude the 

research work in Section 6. 

 

2.0 2. Related Works 

Automatically detecting hate speech on social media 

networks is viewed as a text classification problem. 

Studies have shown that three methods are predominantly 

adopted; lexicon-based, classical learning and deep 

learning method. 

 

2.1 Lexicon based methods 
Lexical methods have been recognized for providing 

routines that identify offensive terminologies, however, 

they seldom identify hate speeches [10]. In [11], an LR 

was used with L2 regularisation to build a hate speech 

detection model that accurately distinguished between 

commonplace offensive language and serious hate speech. 

In [12], a two-step method was proposed for hate speech 

detection using paragraph2vec for joint modelling of 

comments and words.  The distributed representations 

were learned with a CBOW natural language model and 

the embedding used to train a binary classifier that 

distinguished between hateful and non-hateful speech. 

In [13], a lexicon based model was combined with a ML 

model to predict hate speech. The result provided a lexical 

baseline for the task of applying classification methods 

using annotated datasets.  

 

2.2 Classical Learning Methods 

Classical learning are predominant ML techniques that 

have deep rooted usage in classification tasks. In [14], a 

Gaussian NB, multinomial NB, RF and SVM is utilized to 

classify hate speech in a social media network. They tested 

and compared the performances of the different method 

combinations.  

In [15], a multilingual hate speech classifier is developed. 

They utilized a GRU-based CNN, BERT, LR and mBERT 

on the following embedding; MUSE (Multi-Unit Spectral 

Expansion), translation and LASER.  

In [16] a study is carried out to compare different 

supervised approaches to hate speech detection. They built 

models for binary classification subtasks recurrent RNNs, 

n-gram based NNs and a LSVC approach. For the 

Facebook task and the two cross-domain tasks the RNN 

model obtain a quite promising result, especially in the 

cross-domain setting. For X, they used an n-gram-based 

NN and the LSVC-based model. They adopted a 

supervised approach and performed grid search over 

different machine learning classifiers such as RNN, SVM 

and LR to select the best model for each task. Both n-

gram-based and RNN models using embedding were 

tested. Results showed that while RNNs perform better in 

three of four tasks, classification on X data achieved a 

better ranking using the n-gram based RNN.  With the 

emergence of word embedding techniques in DNN 

architectures for text classification tasks, several research 

studies have been carried out in its application in solving 

various problems including text classification.  

In [17], n-grams, word-n-grams, word-skip-grams and a 

linear-SVM was utilized as classifiers to perform multi-

class classification of hate speech in a SMN. Experimental 

results demonstrated that the main challenge lied in 

discriminating profanity and hate speech. In [18] an NN 

classifier called FastText is used to detect abusive text by 

employing SVMs with a linear kernel as their classification 

algorithm.  

 

2.3 Deep Learning Based Methods  

In [19] a survey was carried out on the different types of 

AEs that described various applications and use-cases of 

AEs to include; dimensionality reduction, recommendation 

systems, anomaly detection, clustering, classification, and 

as generative models.  

In [20] a t-DeepHate is proposed, which connects the 

architecture with transfer learning methods that allows 

leveraging several smaller, unrelated data sets to train an 

embedding capable of representing “general purpose” hate 

speech. Their work was based on a DNN architecture called 

DeepHate capable of creating task-specific word and 

sentence embedding. This allowed for a higher performance 

in hate speech detection. DNN is proposed in [21] to 

efficiently estimate prediction uncertainty, thus filling the 

reliability of prediction gaps in text classification. Such that 

to reliably detect hate speech, they used LR and SVM from 

the scikit-learn library as the baseline classification models 

and LSTM network model as a baseline RNN with Monte 

Carlo dropout regularisation, which mimicked Bayesian 

inference within NN, and showed performance comparable 

to the best competing approaches using word embedding 

and superior performance using sentence embedding.  

 

3.0   METHODOLOGY 

The ML process flow described in [22, 4, 23] are studied 

and modified to suit our process flow design. The block 

diagram of the deep learning framework for hate speech 

detection is presented in Figure 1. The methodology of the 

framework begins with collection of data. The obtained 

tweet dataset motivated the next phase of data assessment 

and pre-processing. The model development followed suit 

resulting in the model being built and subjected to training 

and testing using the pre-processed dataset. The outcome 

from the model evaluated to None Hate Speech and Hate 

Speech. 
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Figure 2: Plot showing the imbalanced (a) and 

balanced (b) datasets distribution 
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3.1 Data Collection      

Tweet data created by [24, 25] was collected from          X. 

The dataset had 13052 tweets. It is assessed and reduced 

to 16,914 annotated examples of two different classes 

labelled as either hate (Offensive/Hate speech consisting 

of Racist, Sexist and other forms of hate) or non-hate.  

Although the tweets were encoded with their respective 

identifiers (ids), only the contents of the dataset were 

extracted. The resulting 11,223 tweets accounted for 25 as 

racist; 2,990 as sexist and 8,208 containing no hate.  In our 

methodology, we treat the hate speech detection as a 

binary classification. The reason being that, training a 

multi-input network is not straightforward as established 

by [25], hence we collapsed the sexist and racist classes 

into one hate class. We eventually had 3,015 hateful 

tweets and 8,208 non hateful tweets. Also to avoid 

oversampling in the experiment using dataset which 

understandably is made up of more sexist instances (2,990 

out of 3,015), a handful of hateful tweets was added from 

another dataset from sexist instances (2,990 out of 3,015), 

a handful of hateful tweets was added from another dataset 

from the study in [25].  This balanced the datasets in the 

model; which would not learn to detect sexism type of hate 

at the expense of other forms of hate comments. So, any 

tweet that was 100% sexist was discarded and 300 extra 

samples of hate speech was added to the dataset.  

 

This resulted in a final distribution of 3,315 hate (28.77%) 

and 8,208 non hateful (71.23%) tweets, with a total of 

11,523 samples. Figures 2 (a) and (b) show the pie chart 

of the imbalanced and balanced dataset. 

 

 

 

 

 

 

 

The remaining dataset was split into a training set and a test 

set in the ratio of 75:25. 

 

Sample labelled X dataset is presented in Table 1. 

Table 1:  Labelled X Dataset for Hate Speech 

 
 

3.2 Deep Learning Model Design 

We built a stacked (ensemble) auto-encoder convolution 

NN (AE-CNN) deep learning architecture as our model as 

shown Figure 3. The AE-CNN model is composed of; a 

word embedding layer connected to the AE followed by the 

CNN with three 1D convolution layer namely; 

convolutional1, convolutional2 and convolutional3; a batch 

normalization; an activation function; and a max pooling 

layer after which a SoftMax classifier layer is connected for 

classification with an activation function.  
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Figure 4: Plot of Training Versus Validation Loss 
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The first layer is a word embedding layer whose 

function is to map each tweet into a real vector 

domain. This is done by converting each word in a 

tweet to a real valued vector with fixed dimension 

with each element being the word’s weight in that 

dimension.  Each word sequence was limited to 100 

words which was assumed to be long enough to 

accommodate tweets codes of any length, where 

tweets longer than expected were truncated and 

shorter tweets were zero-padded. 
 

4.0 EXPERIMENT AND RESULTS 

4.1 Training CNN for Feature Learning 
CNNs are used to find general patterns in text and perform 

text classification. The output features obtained from the 

second AE is connected to the CNN layer to learn patterns 

from the features obtained from the dataset. The 

convolutional layer applies a moving window to input data 

and allows the model to learn the weights to apply to     

adjacent words thus learning about the correlation     

between nearby inputs. All operations were carried out on      

a single tweet at a time. A weighted average in a 10x10 

window was applied to the embedded representation of the 

tweet, moving the window by 5 words, that is, STRIDE=5, 

and applying it again giving 4 such convolution results. 

The MaxPooling was then applied to the convolution 

results and had four results which were wired through a 

dense layer to the output layer. The sequences of word 

embeddings were passed through several convolutional 

operations, defined in the developed model as two 

convolutional layers with kernel heights of 3 and 4. These 

layers went through a ReLu activation and max-pooling 

operations. Finally, the max-values from the two different 

convolutional layers are concatenated and passed to a 

fully-connected layer and final to the SoftMax 

classification layer. 

 

4.2 SoftMax Layer for Classification 
The SoftMax algorithm is given in Equation 1.  

 

𝜎(𝑥)𝑗 =
𝑒

𝑧𝑗

∑ 𝑒𝑧𝑘𝐾
𝑘=1

                                            (1) 

 

Where, σ = Softmax; 𝑥 = input vector; 𝑒𝑧𝑗 = standard 

exponential function for input vector; 𝑘 = number of classes 

in the multi-class classifier and 𝑒𝑧𝑘 = standard exponential 

function for output vector. SoftMax is the final layer of the 

model for the classification. It provided an accurate method 

to classify the tweet data.  

The SoftMax layer of the model was trained to classify the 

50-dimensional feature vectors into two classes namely, 

hate-class and non-hate-class. The AEs were trained in an 

unsupervised manner, the CNN and SoftMax layers were 

trained in a supervised fashion using labels for the training 

data. Four separate components of the stacked NN were 

trained in isolation (autoenc1, autoenc2, CNN and 

softnet). They are stacked together with the CNN and 

SoftMax layers to form a stacked network for classification. 

The results of the training were computed on the test set. 

 

4.3 Plot of Training versus Validation Loss 

 

 

Figure 3: Stacked AE-CNN Deep Learning Architecture (Modified from 

[4]) 
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Table 2: Performance metrics of the model for each fold 
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Figure 4 shows plot of the trained data in comparison with 

the test data (validation). A prediction on the trained 

model with the test data (25% of the dataset) consisting of 

about 2880 tweets was made and the model’s data 

reconstruction was observed to be consistent.  

 

 

 

 

Training and validation loss in Figure 4 are consistent and 

this means that the developed model is not over fitting and 

therefore, giving a good generalization capability of the 

model 

 

4.4 Model Evaluation Metric 

The performance of the AE-CNN classification 

model was analyzed to draw some conclusions. Also a 

comparative analysis was made between the AE-CNN 

model and similar state-of-the-Art model using the same 

dataset.  The comparison was based on classification 

accuracy and F1 score. The model evaluation metric are 

shown in Equations 2, 3, 4 and 5.  

Where t𝑝  denotes the true positives, f𝑛 denotes the 

 

false negatives, f𝑝  denotes the false positives, and t𝑛  

denotes the true negatives. Accuracy is given in Equation 

2: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
tp+ tn

tp + tn + fp +fn
                                 (2) 

Precision is given by Equation 3: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃) =
𝑡𝑝

𝑡𝑝+f𝑝
                                         (3) 

Recall (or Sensitivity) is computed in Equation 4: 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) =
𝑡𝑝

𝑡𝑝+f𝑛
                                                (4) 

F1-score, a standard measure of classification accuracy is 

given in Equation 5:  

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2𝑃𝑅

𝑃+𝑅
                                                    (5) 

 

4.5 Performance Analysis 

The experimental results of the model on the test dataset are 

presented.  Performance analysis of the model is conducted 

to compare the model’s results with that of a similar model 

in [24]. The stacked AE-CNN classification model was 

trained four times, hence a 4-fold cross validation was used.  

Initially, the model was trained and tested with the dataset 

obtained by partitioning the original dataset into a ratio of 

75:25 for training and test dataset.  Table 2 shows the 

accuracy, precision, recall, and F1-score results for the 

classification.  
 

The confusion matrix representing the model performance 

analysis is presented in Figure 5. 

Figure 5: Confusion matrix showing model performance 

Our model is further compared with a model from a similar 

study in [26]. They achieved an accuracy of 96.8% while 

our model had an accuracy of 96.0%. Table 3 and Figure 6 

presents the summary of the model comparisons.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 

Score 

(%) 

Fold-1 88.58 100.00 75.08 99.03 

Fold-2 97.38 97.6 97.70 97.54 

Fold-3 97.50 96.41 97.68 97.04 

Fold-4 99.03 97.72 100.00 98.85 

Average 96.01 97.88 92.62 94.80 

[40] 88.4 100 77.1 87.1 
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Table 3: Model comparison with similar 

classification models on X dataset 

Model Accuracy 

(%) 

Precisio

n (%) 

Recall 

(%) 

F1 

Score  

(%) 

1D-CNN-Global 

Vector classifier [26] 

96.8 94.2 95.1 94.7 

AE-CNN [24] 88.4 100 77.1 87.1 

AE-CNN (Ensemble) 96.0 97.9 92.6 94.8 

  

Figure 6: Model comparison 

  

5.0 DISCUSSIONS 

The proposed system shows good performance 

compared to that of similar studies in [26] and [24]. 

In [26] a one-dimensional CNN using 840 billion 

GloVE classifiers is proposed to classify hate speech 

in social media networks. They achieved an accuracy 

of 96.8% for this purpose using [24] original dataset 

baseline.  Our AE-CNN ensemble model achieved 

almost the same accuracy and showed remarkable 

improvement with the baseline dataset. This is based 

mainly on the fact that our stacked AE ensemble 

classification model had the following strengths: 

1. It provided the possibility to train each layer 

of the model separately, allowing for 

dimensionality reduction of X data features to 

be controllable.  

2. The model extracts sample features useful for 

binary classification from the original dataset 

as input after two-layer AE training. It is 

worthy of note that if the original input data 

had some special features that were not 

related to the classification, it would have an 

impact on the final classification result. 

3. The classification accuracy of the model is 

improved by the regularisation parameters 

added to each layer, which helps the CNN 

component of the model to achieve a good 

convergence by finding better local optima 

upon application of gradient descent. 

4. The addition of a reconstruction loss as a 

regulariser in each layer also had an obvious 

impact on the regularisation effect. And 

finally. The stacked AE CNN is composed of 

multi-layer trained AEs, where each layer in 

the network is trained separately. And this is 

equivalent to initialising a reasonable value for 

the parameters of each layer in the network 

before the training which follows a waterfall 

approach.  And by this, the network is easier to 

train and has faster convergence and higher 

accuracy. 
 

6.0 CONCLUSION 

This work focused on binary classification of hate speech 

using an ensemble AE-CNN model. The classification was 

performed on X dataset, classifying each tweet into either 

hate or non-hate class. An automated approach to feature 

extraction for text classification, targeting hate speech 

identification on the X social media was demonstrated. The 

ensemble AE-CNN model demonstrated an effective hate 

speech classification based on its accuracy rating of 96.0% 

and an F1-score of 94.8% as against the 88.4% and 87.7% 

respectively for an  earlier study using the same original 

dataset. It also scaled close to a recent study in [26] that had 

an accuracy of 96.8%. We further conclude that better 

performance could be attained with appropriate fine-tuning 

of the model. A further study of could investigate other ML 

algorithms with tolerance for high dimensional datasets. 
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