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Dropout occurs when students enrolled at educational institutions voluntarily abandon their studies, and it is 

a great challenge in higher institutions. Recent advancements in Artificial Intelligence have enabled 

researchers to develop traditional machine and deep learning models to predict students’ tendency to drop out 

of higher institutions. However, the dataset of student dropouts is tedious to label, as it involves analyzing a 

large amount of information from various sources such as school records, surveys, and interviews, leading to 

high dimensionality data. Furthermore, the labeling process requires high accuracy to ensure that the data is 

reliable and valid. For this reason, it is crucial to propose unsupervised methods that can learn inherent 

patterns in student dropout data without labels to predict the possibility of students’ dropout. Recently, one 

dimensional convolutional neural network (1D-CNN) has been applied to tabular data because they often 

contain relationships and patterns between neighboring features or columns. Based on this, we propose a deep 

learning autoencoder model designed using 1D-CNN to extract features for dropout prediction in higher 

institutions from unlabeled data. Extensive experiments and ablation studies on the publicly available SATDAP 

dataset showed that the proposed model achieved a prediction accuracy of 92.25% and an F1-score of 92.13%, 

outperforming the traditional machine learning (ML) methods, which used the supervised approach. 

1.0 INTRODUCTION 

The education community is quite concerned about students’ 

dropout rates. Dropout is among the most complicated and 

challenging problems worldwide faced by students and 

global institutions [1]. According to a report by the National 

Center for Education Statistics, NCES (2020), Universities 

lose billions of dollars yearly because over 40% of students 

pursuing bachelor's degrees do not finish their degrees 

within six (6) years. Also, on the students’ part, school 

leavers are more likely to earn less than those who graduated 

[3]. Therefore, higher education administrators must 

propose strategies for forecasting, identifying, and retaining 

students who are most likely to drop out [4]. In the past 

years, Universities have focused on the design of retention 

campaigns to prevent student withdrawal. However, because 

dropout arises from different context-specific academic and 

nonacademic factors, retention campaigns might not suffice 

across all contexts [5].  

Consequently, the effectiveness of any retention strategy in 

higher education institutions depends on the early 

identification of susceptible students who are prone to  

dropping out [6]. This would allow educational institutions 

to take prompt and proactive action. The "at- risk" students 

can be identified and given academic and administrative 

help to boost their likelihood of finishing the course [7]. In  

 

recent times, advancements in AI has enabled researchers to  

develop various predictive models capable of revealing 

several hidden patterns that can explain students' strengths 

and weaknesses [8]. Recently, several machine learning 

(ML) models such as Decision Trees (DT), Random Forests 

(RF), Support Vector Machines (SVM), and Logistic 

Regression (LR), among many others, have been used to 

predict student dropout rates [9]. For example, Gray and 

Perkins[10] used the K-Nearest Neighbor (KNN) method to 

predict student dropout in the third week of the student's first 

semester and had a 97% success rate. However, the 

technique is challenging to apply to every institution, as the 

third week of the first semester is insufficient to justify based 

on non-demographic factors. 

Likewise, using RF, Adnan et al.[8] developed a prediction 

model for at-risk students to drop out at various percentages 

of the course length. They obtained a prediction accuracy of 

91%. Abdul Bujang[11] used SVM, RF, DT, and LR to 

develop a predictive analytic model based on previous 

academic performance of studies. However, their study was 

designed to focus on a single course as a dropout factor. 

Similarly, Amare and Simonova[12] considered DT, Naïve 

Bayes (NB), RF and Logistic RF algorithms in predicting 

dropout in higher institutions. The result showed that LR 

outperformed other algorithms by achieving a prediction 

accuracy of 94%. Four (4) ML algorithms were used in the 

work of Costa et al.[13] to identify students with a high 

likelihood of failing early on. The results showed that the 
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SVM was the most effective algorithm, with 83% accuracy. 

The study also showed that improving the performance of 

ML algorithms requires significant data pre-processing and 

manual feature extraction.  

Even though student dropout data are often tabular, several 

researchers have proposed deep learning models as seen 

[14][15][16] and [17], among many others. This is because 

tabular data of student dropout often involves a high number 

of features, and deep learning models with multiple hidden 

layers are capable of handling high-dimensional data 

effectively. Generally, before quality features of student 

dropout data can be extracted using deep learning, the target 

class needs to be labelled. However, the dataset of student 

dropouts is tedious to label, as it involves analyzing a large 

amount of information from various sources such as school 

records, surveys, and interviews, leading to high 

dimensionality data [18]. Furthermore, the labelling process 

requires high accuracy to ensure that the data is reliable and 

valid. This means that the labeler must have a deep 

understanding of the context and be able to identify subtle 

details and patterns in the data. For this reason, researchers 

have proposed models that can leverage unlabeled data to 

predict student dropout from higher institutions. 

Based on this, several researchers have proposed semi-

supervised and unsupervised approaches for feature learning 

to predict dropout rates from partly unlabeled and fully 

unlabeled data. In unsupervised learning problems, the 

dependent variable is not present or considered [19]. The 

primary goal is to discover connections between the dropout 

data’s instances [20]. For instance, using data-driven 

unsupervised clustering and network partitioning methods, 

Peach et al.,[21] identified students who were likely to drop 

out based on their academic performance. Also, to 

demonstrate the potential for building a dropout prediction 

model with few unlabeled data, [22] employed visualization 

and clustering methods. Likewise, Ding et al.,[18] used a 

modified autoencoder model to improve low-performing 

students' prediction accuracy in higher institutions. 

However, quality student dropout features have not been 

extracted from unlabeled dropout datasets using these 

models. This can be attributed to the fully connected layers 

often used in the existing autoencoder models designed for 

dropout predictions, since fully connected layers lack spatial 

awareness. Generally, the purpose of an autoencoder for 

unlabeled data is to learn compressed representation or 

encoding of the input data without requiring explicit labels 

by finding the common features from unlabeled data. 

Different from previous studies, our research incorporates 

1D-CNN in a denoisingautoencoder model and to boost the 

representation of discriminative student dropout features. To 

the best of our knowledge, this work is the first to propose 

such architecture to extract features of student dropout in 

higher institutions. By doing this, higher institutions can 

leverage unlabeled data to predict students’ dropout, saving 

the cost and time of data annotation. Specifically, our 

contribution can be summarized in three folds: 

1. Firstly, an autoencoder model which uses 1D-CNN 

is proposed to extract features from unlabeled higher 

institution student dropout data. 

Secondly, the unlabeled data is concatenated with noise to 

improve feature learning in the encoder block. 

Lastly, extensive experiments and visualizations show that 

the proposed model outperformed traditional ML algorithms 

on the student dropout dataset. 

The remainder of this paper is organized as follows: Section 

2 presents the literature review on student dropout 

prediction, Section 3 presents the methodology of the 

proposed autoencoder model, Section 4 discusses the results 

of experiments, and Section 5 concludes. 

 

2.0 RELATED WORKS 

There has been extensive research done on student dropout 

rates in higher education. Dropout occurs when an 

individual enrolled at an educational institution voluntarily 

abandons studies [5]. Due to its detrimental effects on the 

overall welfare of the community, higher institutions, and 

students, dropout has been considered a challenge in private 

and public higher education institutions [23]. Hence, several 

works have been done to understand the factors affecting 

students in higher institutions, leading to dropout. 

Educational Data Mining (EDM) researchers have 

supported institutional interventions through student 

dropout prediction [24]. For instance, some researchers, as 

seen in [25], [26] and [27], among others, have looked at 

how demographic and other factors could affect students' 

dropout or good learning performance. 

As discussed in the previous section, several traditional ML 

algorithms have been leveraged to predict student dropout 

from higher institutions. An example is in Gupta & 

Sabitha,[28], where the researchers used DT to identify the 

factors contributing to student dropout. The algorithm was 

used to determine the key aspects that would aid students 

and course creators in enhancing the course content, 

structure, and delivery. RF, KNN and NB were also applied 

to analyze students’ in-course behavior. In Martins et al. 

[29], the authors focused on understanding the best approach 

to predict a student’s dropout risk at the earliest stage of the 

student’s academic path. They used RF, SVM, RusBoost 

algorithms and an easy ensemble model. Results showed 

that the best performance was achieved when SMOTE 

resampling technique was used and the model was trained 

using RF.  

In [30], stacking ensemble technique was proposed to 

improve the prediction of student dropout in higher 

institutions using fewer features, and the results showed 

improved performance over single machine learning 

models. Even though ML algorithms have allowed the 

prediction of student dropout from higher institutions, a 

general limitation of traditional ML algorithms is the need 

for manual feature engineering, which requires domain 

knowledge. For this reason, deep learning (DL) models, 

which are capable of processing raw data directly and 

automatically learning features, have been proposed by 

researchers for dropout prediction in higher institutions. For 
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Figure 2. Architecture of the Proposed Autoencoder Model 

 

example, Korösi and Farkas,[31] used a Recurrent Neural 

Network (RNN) trained on raw log student records to predict 

students’ learning performance at the end of the course. The 

outcomes demonstrated that RNN dominated in offering 

higher performance compared to traditional approaches. 

Adnan et al.[8] used a Feed Forward DNN to predict the risk 

of students dropping out at different percentages of course 

length, and the result showed that the deep learning model 

outperformed the traditional ML models used for 

comparison.  

Agrusti et al.,[32] employed actual data from about 6000 

students to train a CNN model and predict whether the 

student would drop out. However, the model's performance 

was limited due to the architectural design of the CNN 

model. Mubarak et al.[33] proposed a hybrid model 

combining CNN and Long Short-Term Memory 

(ConvLSTM) to extract features from dropout data to 

predict whether a student will drop out. Likewise, [34] 

leveraged 1D-CNNLSTM with variational autoencoder 

oversampling to predict student dropout in higher 

institutions. However, these existing models only 

considered the supervised approach with labelled dropout 

data. Similarly, Zheng et al. [35], predicted students’ 

dropout and leveraged CNN in obtaining local feature 

representations based on learners' behaviour data, and the 

self-attention mechanism was used to learn correlations 

between different feature representations. Also, a Bi-LSTM 

layer was used to obtain a time-series feature vector 

representation. Also, Fu et al. [36] proposed CLSA, a deep 

learning model which uses CNN to extract local features and 

builds feature relations using a kernel strategy, before 

feeding the high-dimensional vector generated by the CNN 

to a LSTM network to obtain a time-series incorporated 

vector representation. However, this approach did not 

consider the cases whereby students’ dropout data is not 

labelled.  

Generally, A practical prediction algorithm results in a high 

prediction accuracy of the students' dropout potential, 

allowing such students to be identified early, and proper 

assistance can be rendered to avert dropout [12][29]. In order 

to achieve these objectives, a large volume of student data 

must be analyzed and labelled. However, the dataset of 

student dropouts is tedious to label, as it involves analyzing 

a large amount of information from various sources such as 

school records, surveys, and interviews, leading to high 

dimensionality data [18]. Hence, recent works have focused 

on proposing unsupervised learning to capture the features 

from unlabeled datasets. For instance, Valles-Coral et al. 

[37] used density-based spatial clustering with noise 

(DBSCAN), Hierarchical DBSCAN and K-Means to group 

students based on their tendency to drop out of higher 

institutions. The result showed that HDBSCAN achieved the 

highest performance. Kuo et al[38] proposed a stacked 

denoising autoencoder to extract features from an unlabelled 

student dropout dataset. After using the features extracted to 

the latent space, the classification results showed that the 

model could extract features from the unlabelled dropout 

dataset. However, quality feature representation was not 

achieved. This can be attributed to the fully connected layers 

used in the autoencoder model, since they lack spatial 

awareness. To address the limitations of the existing dropout 

prediction models, our research incorporates 1D-CNN in a 

denoising autoencoder model for student dropout prediction 

in higher institutions. A more detailed discussion is 

presented in the following section. 

 

3.0 METHODOLOGY 

The proposed autoencoder model used 1D-CNN in the 

encoder and the decoder block. Generally, an autoencoder 

consists of the encoder and the decoder parts. The encoder 

maps the input data to a lower-dimensional representation, 

typically called the “Latent” space [39]. It compresses the 

input data into its smaller representation, such that the 

dimensionality of the latent space is typically much smaller 

than the dimensionality of the input data, forcing the 

autoencoder to capture the data's most important features 

and patterns. In the decoder, the encoded feature 

representation in the latent space is reconstructed to the 

original input data. The objective of the autoencoder is to 

minimize the difference between the original input and the 

reconstructed output. In the proposed autoencoder, the 

feature learning capability of the encoder block is improved 
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by corrupting the input data with uniform noise (which is a 

general concept of denoising in autoencoders). Generally, to 

evaluate the performance of autoencoder models in 

extracting quality representative features from unlabelled 

datasets, a classification layer is added after the latent space 

after model training, and the features in the latent layer are 

used to classify the label hidden during training. The system 

design of the proposed model is presented in Figure 1. 

 

 

Figure 1. System design of the proposed model 

 

3.1 Proposed Architecture 

The architecture of the proposed model is presented in 

Figure 2. As shown, the encoder block takes in the data 

without labels as input, and uniform random noise ranging 

from 0 to 0.1 is concatenated with the input data, such that: 

X_trainnoisy = Xtrain + noise (1) 

 

3.2 Encoder  Block 

Using the 1D-CNN, the channel dimensions were set to 128, 

64, 32 and 16, with a kernel size of 3 used on all the 

convolutional layers in the encoder block. Each of the 

convolutional layers used ReLU activation function. Then, 

batch normalization (BN) was used to speed up the training 

process and ensure that gradient flow is optimized with 

faster convergence. A 1D-Maxpooling layer is then added 

after each convolutional layer in the encoder to downsample 

the input sequence. In the encoder, an FC layer with 128 

neurons is used in the excite operation with a reduction 

ratio of 8. Before passing to the second FC layer with 

sigmoid AF. This allowed the encoder block to increase 

responsiveness to important features of the dropout data, 

based on learned features. The architectural summary of 

the encoder block is presented in Table 1. 

 

Table 1. Architectural Summary of the Encoder Block 
Layer Configuration Output 

Input - 32 × 1 

1D Conv Activation = ReLU, Kernel 

= 3 

32 × 128  

BN - 32 × 128 

1D MaxPool Size = 2 16 × 128 

1D Conv Activation = ReLU, Kernel 

= 3 

16 ×64 

Batch 

Normalization 

- 16 × 64 

1D Maxpool Size = 2 8 × 64 

1D Conv Activation = ReLU, Kernel 

= 3 

8 × 32 

Batch 

Normalization  

- 8 × 32 

1D Maxpool Size = 2 4 × 32 

1D Conv Activation = ReLU, Kernel 

= 3 

4 × 16 

Batch 

Normalization  

- 4 × 16 

1D Maxpool Size = 2 2 × 16 

Dropout Rate = 50% 2 × 16 

Flatten - 32 

Latent Activation = Linear 64 

Dense Activation = ReLU 32 

Reshape - 2 × 16 

3.3 Decoder Block 

In the decoder block, the channel dimensions of the encoder 

block were inverted to begin with 16, 32, 64 and 128, with a 

fixed kernel of size 3. The architectural summary of the 

decoder block is presented in Table 2. 

 

Table 2. Architectural Summary of the Decoder Block 
Layer Settings Output 

1D Upsampling Size = 2 4 × 16 

1D Conv Activation = ReLU, 

Kernel = 3 

4 × 16 

BN - 4 × 16 

1D Upsampling Size = 2 8 × 16 

1D Conv Activation = ReLU, 

Kernel = 3 

8 × 32 

BN - 8 × 32 

1D Upsampling Size = 2 16 × 32 

1D Conv Activation = ReLU, 

Kernel = 3 

16 × 64 

BN - 16 × 64 

1D Upsampling Size = 2 32 × 64 

1D Conv Activation = ReLU, 

Kernel = 3 

32 × 128 

BN - 32 × 128 

1D Conv - 32 × 1 

3.4 Classification 

At the top of the encoder network, after the latent layer, a 

fully connected layer with SoftMax activation function is 

included to classify the labels in the dataset, as shown in Fig. 

3. The labels of the dataset were introduced to evaluate the 

quality of the extracted features stored in the latent layer. 

Figure 3: Prediction of Dropout with Features in the Latent 

space 

 

These labels are denoted by Ln, where n is the number of 

labels in the dataset [40], and can be expressed as; 
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P(y = Ln|xi; θ) =
eθn

Txi

∑ eθk
Txin

k=1

(2) 

Where θ is the vector parameter of the network. 

4.0 RESULTS 

This section presents the results of the experiments 

conducted using the proposed autoencoder model. The 

various hyperparameters used in model training are 

presented, and the dataset description is presented. 

 

4.1 Dataset Description 

The benchmark dataset used for model evaluation is the 

student retention dataset, a publicly available dataset. The 

dataset has been used as the standard benchmark for higher 

education school dropout classification, as seen in [41] and 

[42], among many studies. The dataset consists of 4424 

instances with 35 attributes related to undergraduate 

students, including demographics, social-economic factors, 

and academic performance. Attributes such as the student’s 

marital status, course, age at enrollment, and others. The 

problem is formulated as a classification task consisting of 

three (3) classes (dropout, enrolled, and graduate) at the end 

of the normal duration of the course. The distribution of the 

classes in the dataset is presented in Table 3. 

 

able 3: Distribution of categories in the proposed dataset. 
SN Category Number of 

samples 

1. Graduate 2209 

2. Dropout 1421 

3. Enrolled 794 

 

In this work, we experimented with the three classes 

(dropout, enrolled and graduate) and also on two classes 

(dropout and graduate) in order to limit the predictions to 

only students that graduated or dropped out. 

The dataset is available online at https://archive- beta.ics.uc

i.edu/dataset/697/predict+students+dropout+and+academic

+success.  

 

4.2 Performance Evaluation Metrics 

Since a classification layer is usually placed after the latent 

layer in an autoencoder model, accuracy, F1 score, and 

visualizations were considered in evaluating the 

performance of the proposed model. The visualization 

evaluation will show the pattern of the original input data 

against the data reconstructed by the proposed model. 

 

4.3 Implementation Details 

The proposed model is built using Keras with Python 3.9 on 

a workstation equipped with Core i7, 16GB RAM, and 

GeForce RTX 3050Ti with 4GB GPU. The details of the 

hyperparameters are presented in Table 4. 

 

 

 

Table 4. Model Hyperparameters 
Hyperparameter Details 

Optimizer Adam 

Epoch 100 

Batch Size 16 

Latent dimension 64 

Learning rate Initial Learning rate = 

1e-4 
Minimum Learning rate 

= 1e-7 

Factor = 0.1 
Patience = 5 

Early stopping Patience = 40 

Monitor = Validation loss 
Model loss Mean Squared Error 

Kernel size (Encoder and 

Decoder) 

3 

4.3 RESULT OF EXPERIMENTS 

In order to evaluate the proposed model against Traditional 

ML algorithms, extensive experiments were done using the 

supervised method and baseline autoencoder. Also, the 

dataset consists of the “enrolled” class, which was dropped 

in another experiment. The performance of the proposed 

model was evaluated against SVM, Gaussian NB, DT, RF, 

and KNN on the two dataset cases. The results of the 

performance of these models are presented in Table 5.  

 

ble 5. Comparison of Prediction Performance 
Class Model Accuracy 

(%) 

F1 Score 

(%) 

Dropout, 

Graduate, 

Enrolled  

SVM 72.88 70.97 

Gaussian NB 70.16 69.21 

DT 69.60 69.44 

RF 76.04 74.56 

KNN 67.57 65.61 

Proposed model 77.40 76.51 

Dropout and 

Graduate 

SVM 89.66 89.48 

Gaussian NB 85.53 85.30 

DT 84.84 84.82 

RF 89.25 89.11 

KNN 83.88 83.21 

Proposed model 92.25 92.13 

When three classes of the dataset were considered (graduate, 

dropout and enrolled), the result presented in Table 5 shows 

that SVM had a prediction accuracy of 72.88% and an F1-

score of 70.97%, which outperformed the NB, which 

achieved a 70.16% prediction accuracy and 69.21% F1-

score. On the other hand, DT shows a prediction accuracy of 

69.60% and 69.44% F1-score. The best performance among 

the traditional ML algorithms used RF, achieving prediction 

accuracy of 76.04% and an F1-score of 74.56%. However, 

KNN had the lowest prediction performance at 67.57% 

accuracy and 65.61% F1-score. However, the highest 

prediction performance was achieved by the proposed 

model, which recorded 77.40% accuracy and 76.51% F1-

Score. Also, experiments on two classes (graduate and 

dropout) showed that SVM had 89.66% accuracy with 

https://archive- beta.ics.uci.edu/dataset/697/predict+students+dropout+and+academic+success
https://archive- beta.ics.uci.edu/dataset/697/predict+students+dropout+and+academic+success
https://archive- beta.ics.uci.edu/dataset/697/predict+students+dropout+and+academic+success
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89.48% F1-score, NB had 85.53% accuracy, DT returned 

84.64% accuracy, and RF had 89.25% accuracy. The lowest 

performance was achieved by KNN, with 83.88% accuracy 

and 83.21% F1-score. The 92.25% accuracy and 92.13% F1-

score achieved by the proposed autoencoder model 

outperformed the traditional ML algorithms, even though 

they used the supervised learning method. The confusion 

matrix of the proposed model on the two dataset cases are 

presented in Figure 4 (a) and (b). 

 
 

 

 
 

Figure 4. Confusion Matrix of the proposed model on (a) 

three classes (graduate, dropout, enrolled) (b) two classes 

(graduate and dropout) 

 

4.3.1 VISUALIZATION RESULTS 

The original training data and the data reconstructed by the 

proposed autoencoder model on the two dataset cases are 

presented in Figure 5 (a) and (b), (c) and (d), respectively. 

 
 
 

 
 
 
 
 
 
 
 
 
 

                 

Figure 5. Visualization of reconstructed data using the 

Proposed Model 

 

As shown in Figure 5, random samples were reconstructed, 

and the visualization result showed that the magnitude of the 

data reconstructed by the proposed model is closer to the 

original input data. Hence, the improved prediction 

performance. 

 

4.4 Ablation Study 

Experiments were conducted using varying latent 

dimensions of 16, 32, 64 and 128 on the dataset. Also, 

SMOTE oversampling of the dataset was done to address the 

imbalance class in the dataset. The result of the experiments 

is presented in Figure 6.  
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Figure 6. Comparison of Latent Dimension and SMOTE 

oversampling 

 

As shown in Figure 6, the model's performance reduced 

when SMOTE oversampling was used to balance the 

dataset. Using 16 latent dimension, the proposed model 

achieved a prediction accuracy of 74.69%, while with 



 

 
 

JCST Volume 1, Issue 2, 2024                                          ©Faculty of Computing, University of Delta, Agbor, Nigeria.           |    139 

 

SMOTE, the performance was reduced to 72.31%. 32 latent 

size recorded a prediction accuracy of 75.82%, while with 

SMOTE, the performance degraded to 70.96%. The highest 

accuracy was recorded when a latent dimension of 64 was 

used in the encoder, achieving a prediction accuracy of 

77.40%, compared to the 73.22% accuracy recorded when 

SMOTE was used on the same 64 latent dimension. Finally, 

128 latent dimension had a prediction accuracy of 75.70%, 

compared to 72.54% achieved when SMOTE was used to 

oversample the dataset. 

Experiments were carried out to investigate the effect of 

batch size on the proposed model on the two dataset cases. 

Batch sizes 8, 16, 32, 64, 128 and 256 were considered, and 

the result is presented in Figure 7. 

 

 

8 16 32 64 128 256
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c
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Figure 7. Effect of batch size 

 

As shown in fig. 7, 8 batch size had an accuracy of 75.81% 

on three classes while 91.48% was recorded on two classes. 

The best performance was achieved when 16 batch sizes 

were used which achieved 77.40% accuracy on the three 

classes experiment and 92.25% on two classes experiments. 

 

5.0 CONCLUSION 

Several works have been done to understand the factors 

leading to dropout in higher institutions, and early prediction 

of dropout-prone students can help institutions to channel 

their intervention programs to such students. Several 

traditional ML and DL models have been used to predict 

student dropout from higher institutions' data. However, the 

dataset of student dropouts is tedious to label, as it involves 

analyzing a large amount of information from various 

sources such as school records, surveys, and interviews, 

leading to high dimensionality data. Furthermore, the 

labelling process requires high accuracy to ensure that the 

data is reliable and valid. This research addressed the 

challenges of labelling student dropout data by proposing an 

autoencoder model which used 1D-CNN to learn features 

from student dropout data. Experiments showed that the 

proposed model outperformed traditional ML models using 

the supervised approach. Also, the “enrolled” class in the 

benchmark dataset was dropped, to limit the prediction to 

graduate or dropout, and the result shows that the proposed 

model also outperformed traditional ML methods. By doing 

this, students with dropout tendencies can be identified 

quickly, and the institutions can administer the necessary 

support. Also, higher institutions will benefit by saving the 

cost and time needed to annotate datasets to detect the 

students that are likely to drop out. For future work, the 

proposed model will be applied to Massive Online Open 

Courses (MOOCs), and experiments will be conducted on 

datasets with sufficient features. 
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